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The Proposed Method

Model
● A convolutional generator conditioned on the latent code of 

the pretrained NeRF-GAN and the target viewpoint
Training

● The pretrained NeRF-GAN as the teacher for supervision
● Reconstruction and adversarial objectives

Summary Method Experiments
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Two-Stage Training

● Stage 1: training only with reconstruction loss  
● Stage 2: training with reconstruction and adversarial losses

The proposed two-stage training leads to better 3D consistency!

Mitigating Pose-Attribute Correlation

Volumetric Rendering (EG3D)

Our Convolutional Rendering

Batch Size
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Qualitative Results on FFHQ and Shapenet Cars

Quantitative Comparison of Visual Quality

Quantitative Comparison of 3D Consistency

Examples of Inversion and Editing using Our Method● Convolutional generators are prone to pose-attribute bias 
in the training data

● Mitigate the bias by mixing real and NeRF-GAN-generated 
data as real samples for the adversarial training

Goal 
● Efficient inference of 3D-aware GANs using fully 

convolutional pose-conditioned generators

Method 
● Distilling a pretrained NeRF-GAN into a pose-conditioned 

convolutional generator

Conclusion 
● Comparable 3D consistency and the image quality with the 

pretrained NeRF-GAN, while benefiting from the 
computational efficiency of the convolutional architecture.
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