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Can we learn 3D 
priors on Radiance 

Fields (NeRFs) ?
1- Propose SPARF, a large-
scale dataset of 3D shapes 
Plenoxels with multiple voxel 
resolutions (32, 128, 512)

2- propose SuRFNet, a 
pipeline to generate SRFs 
conditioned on input images, 
achieving SOTA on 
ShapeNet novel views 
synthesis from one or few 
input images. Results

1M NeRF, 17M images, 40K shapes

SPARF Benchmark on Out-Of-Distribution View Synthesis: One
view (1V) and three views (3V) inputs are reported.
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